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Abstract. Correlated equilibrium [1] generalizes Nash equilibrium to
allow correlation devices. Aumann showed an example of a game, and
of a correlated equilibrium in this game, in which the agents’ surplus
(expected sum of payoffs) is greater than their surplus in all mixed-
strategy equilibria. Following the idea initiated by the price of anarchy
literature [2, 3] this suggests the study of two major measures for the
value of correlation in a game with non-negative payoffs:

1. The ratio between the maximal surplus obtained in a correlated equi-
librium to the maximal surplus obtained in a mixed-strategy equi-
librium. We refer to this ratio as the mediation value.

2. The ratio between the maximal surplus to the maximal surplus ob-
tained in a correlated equilibrium. We refer to this ratio as the en-
forcement value.

In this work we initiate the study of the mediation and enforcement
values, providing several general results on the value of correlation as
captured by these concepts. We also present a set of results for the more
specialized case of congestion games [4], a class of games that received a
lot of attention in the recent literature.

1 Introduction

One of the most famous and fruitful contributions to game theory has been the
introduction of correlated equilibrium by Aumann (1974) . Consider a game in
strategic form. A correlated strategy is a probability distribution over the set
of strategy profiles, where a strategy profile is a vector of strategies, one for
each player. A correlated strategy is utilized as follows: A strategy profile is
selected according to the distribution, and every player is informed about her
strategy in the profile. This selected strategy for the player is interpreted as
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a recommendation of play. Correlated strategies are most natural, since they
capture the idea of a system administrator/reliable party who can recommend
behavior but can not enforce it. Hence, correlated strategies make perfect sense
in the context of congestion control, load balancing, trading, etc. A correlated
strategy is called a correlated equilibrium if it is better off for every player to
obey her recommended strategy if she believes that all other players obey their
recommended strategies1. A major potential benefit of correlated equilibrium is
to attempt to improve the social welfare of selfish players. In this paper, the
social welfare obtained in a mixed-strategy profile is defined to be the expected
sum of the payoffs of the players, and it is referred to as the surplus obtained in
this profile.

A striking example introduced in Aumann’s seminal paper [1] is of a two-
player two-strategy game, where the surplus obtained in a correlated equilibrium
is higher than the surplus obtained in every mixed-strategy equilibrium of the
game. As a result, Aumann’s example suggests that correlation may be a way
to improve upon social welfare while still assuming that players are rational in
the classical game-theoretic sense.2

A modification of Aumann’s example serves us as a motivating example:
Aumann’s Example

b1 b2

a1 5,1 0,0
a2 4,4 1,5

In this game, there are three mixed-strategy equilibrium profiles. Two of them
are obtained with pure strategies, (a1, b1), and (a2, b2). The surplus in each of
these pure-strategy equilibrium profiles equals six. There is an additional mixed-
strategy equilibrium in which, every players chooses each of her strategies with
equal probabilities. The surplus obtained in this profile equals 5 (= 1

4 (6+0+8+
6)) because every entry in the matrix is played with probability 1

4 . Hence, the
maximal surplus in a mixed-strategy equilibrium equals 6. Consider the following
correlated strategy: a probability of 1/3 is assigned to every pure strategy profile
but (a1, b2). This correlated strategy is a correlated equilibrium. Indeed, when
the row player is recommended to play a1 she knows that the other player is
recommended to play b1, and therefore she strictly prefers to play a1. When the
row player is recommended to play a2 the conditional probability of each of the
columns is half, and therefore she weakly prefers to play a2. Similar argument
applied to the column player shows that the correlated strategy is indeed a
correlated equilibrium. The surplus associated with this correlated equilibrium
equals 20

3 (= 1
3 (6 + 8 + 6)).

1 Every correlated strategy defines a Bayesian game, in which the private signal of
every player is her recommended strategy. It is a correlated equilibrium if obeying
the recommended strategy by every player is a pure-strategy equilibrium in the
Bayesian game.

2 Other advantages are purely computational ones. As has been recently shown cor-
related equilibrium can be computed in polynomial time even for structured repre-
sentations of games [5, 6].
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The above discussion suggests one may wish to consider the value of cor-
relation in games. In order to address the challenge of studying the value of
correlation, we tackle two fundamental issues:

– How much can the society/system gain by adding a correlation device, where
we assume that without such a device the agents play a mixed strategy
equilibrium.

– How much does the society/system loose from the fact that the correlation
device can only recommend (and can not enforce) a course of action?

We introduce two measures, namely the mediation value and the enforcement
value. The mediation value will measure the ratio between the maximal surplus in
a correlated equilibrium to the maximal surplus in a mixed-strategy equilibrium.
Notice that the higher this number is, the more correlation helps. This concept
relates to the price of anarchy3 as follows: When translating the definition of
price of anarchy to games with payoffs and not with costs,4 the price of anarchy
is the ratio between the maximal surplus to the minimal surplus obtained in a
mixed-strategy equilibrium. The higher this number is, the value of a center is
higher, where a center can enforce a course of play. Hence, the price of anarchy
could have been called the value of a center with respect to anarchy, where a
center can dictate a play, and when anarchy is measured by the worst social
outcome reached by rational and selfish agents. The mediation value is the value
of a center with respect to anarchy, where a center is reliable and can recommend
a play, and anarchy is measured by the best social outcome reached by rational
and selfish agents.5

In Aumman’s example it can be shown that the correlated equilibrium in-
troduced above is the best correlated equilibrium, i.e. it attains the maximal
surplus among all correlated equilibria in the game. Hence, the mediation value
of Aumann’s game is 10

9 .
The enforcement value measures the ratio between the maximal surplus to

the maximal surplus in a correlated equilibrium. That is, it is the value of a
super-center with respect to a center who can just use correlated devices in
equilibrium. As the maximal surplus in Aumann game is 8, the enforcement
value in this game equals 6

5 .
In order for the above measures to make sense we consider games with non-

negative payoffs.
In this paper we establish general and basic results concerning the measures

defined above. We will consider the mediation ( enforcement) value of classes of
games, where the mediation ( enforcement) value of a class of games is defined

3 The concept of the price of anarchy has received much attention in the recent com-
puter science literature. See e.g., [7–11].

4 In many situations it is indeed natural to deal with non-negative costs rather than
payoffs. Such models require special treatment.

5 Anarchy means playing in a mixed-strategy equilibrium. The phenomenon of multi-
ple equilibria forces a modelling choice. Currently the choice between the best and
worst social outcomes is a matter of taste.
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as the greatest lower bound of the mediation (enforcement) values of the games
in the class.

We start by considering general games. Aumann’s example implies that the
mediation value of the class of two-player two-strategy (2× 2) games is at least
10/9. We first show that the mediation value of this class is 4/3. Hence, the
mediation value in any 2×2 game is bounded from above by 4/3, and this upper
bound is tight. Next we move to show the power of correlation in more complex
games. In order to do so we consider the two possible minimal extensions of
2× 2 games: Two-player games with three strategies for one of the players and
two strategies for the other, and three-player games with two strategies for all
players. We show that the mediation values of the games in each of these classes
of games are unbounded. That is, the mediation value equals ∞. This implies
that the mediation value is∞ for the class of games in which, at least one agent
has three strategies and for the class of games with at least three players. Again,
this should be interpreted as a positive result, showing the extreme power of
correlation.

Considering the enforcement value, we first show that it equals ∞ for the
class of 2 × 2 games. Moreover, in a setup with three players we show that
the enforcement value of the class of three-player games without dominated
strategies equals ∞.

Following these general results, we consider the important class of congestion
games [4, 12]. Indeed, this class of games is perhaps the most applicable to the
game theory and CS synergy. In particular, results regarding the price of anarchy
have been obtained for congestion games. We restrict our discussion to simple
congestion games. In a simple congestion game there is a set of facilities. Every
facility j is associated with a payoff function wj . Every player chooses a facility,
say facility j, and receives wj(k), where k is the number of players that chose
facility j.

For completeness we first deal with the simple case where we have only two
players. In this case we show that if the players can choose among only two
facilities then the mediation value is bounded from above by 4/3, and that this
bound is achieved. In the more general case, where there are m facilities, the
mediation value is bounded by 2. However, if we consider facilities with non-
increasing payoffs (i.e. a player’s payoff is monotonically non-increasing in the
number of agents using its selected facility) then the mediation value is 1.

We then move to the more general case of simple congestion games, where
there are n ≥ 2 players. We show that for the case of three players, even if
there are two facilities with non-increasing payoffs then the mediation value
is unbounded. However, if we have n players and the two facilities have non-
increasing linear payoff functions then the mediation value is bounded from above
by
√

5+1
2 . On the other hand, we show that the mediation value can be higher

than 1 considering even two symmetric (identical) facilities with non-increasing
payoffs. This further illustrates the power of correlation. Nevertheless, we also
show that if we have m symmetric facilities, where the facility payoff functions
obey a concavity requirement, the best mixed-strategy equilibrium obtains the
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maximal surplus, and therefore both the mediation value and the enforcement
value are 1.

Finally, we study the enforcement value in the natural case where we have
n players who choose among m symmetric facilities (where the payoff function
associated with a facility may be arbitrary). We give a general characterization
of the cases where the enforcement value is 1, and as a result determine the
situations where correlation allows obtaining maximal surplus. Few other results
about the enforcement value are obtained as well.

Many of our proofs are omitted from this paper due to lack of space. The
proofs rely mainly on duality theorems in linear programming. In order to il-
lustrate these techniques we added a short appendix with a discussion of these
techniques and a short sketch of proof of one of our theorems.

2 Preliminaries

A finite game Γ = (N, (Si)i∈N , (ui)i∈N ) in strategic form is defined as follows.
Let N be a nonempty finite set of players. For each i ∈ N , let Si be a finite
set of strategies of player i. Let S = S1 × S2 × · · · × Sn be the set of strategy
profiles (n-tuples). An element of S is s = (si)i∈N . For each i ∈ N and s ∈ S
let s−i = (s1, ..., si−1, si+1, ...sn) denote the strategies played by everyone but i.
Thus s = (s−i, si). For each player i ∈ N , let ui : S → R be the payoff function
of player i. ui(s) is the payoff of player i when the profile of strategies s is played.
Γ is called a nonnegative game if all payoffs to all players are nonnegative, i.e
ui : S → R+.

A player can also randomize among her strategies by using a mixed strategy
- a distribution over her set of strategies. For any finite set C, ∆(C) denotes
the set of probability distributions over C. Thus P i = ∆(Si) is the set of mixed
strategies of player i. For every pi ∈ P i and every si ∈ Si, pi(si) is the probability
that player i plays strategy si. Every strategy si ∈ Si is, with the natural
identification, a mixed strategy psi ∈ P i in which

psi(ti) =
{

1 ti = si

0 ti 6= si.

psi is called a pure strategy, and si is interchangeably called a strategy and a
pure strategy (when it is identified with psi). Let P = P 1 × P 2 × · · · × Pn be
the set of mixed strategy profiles.

Unless otherwise specified we will assume that N = {1, 2, ...., n}, n ≥ 1.
Any µ ∈ ∆(S) is called a correlated strategy. Every mixed strategy profile

p ∈ P can be interpreted as a correlated strategy µp in the following way. For
every strategy profile s ∈ S let µp(s) =

∏n
i=1 p

i(si). With slightly abuse of
notation, for every µ ∈ ∆(S), we denote by ui(µ) the expected payoff of player
i when the correlated strategy µ ∈ ∆(S) is played, that is:

ui(µ) =
∑

s∈S
ui(s)µ(s). (1)



6 I. Ashlagi, D. Monderer, M. Tennenholtz

Whenever necessary we identify p with µp. Naturally, for every p ∈ P let ui(p) =
ui(µp). Hence ui(p) is the expected payoff of player i when the mixed strategy
p is played.

We say that p ∈ P is a mixed-strategy equilibrium if ui(p−i, pi) ≥ ui(p−i, qi)
for every player i ∈ N and for every qi ∈ P i.
Definition 1. (Aumann 1974, 1987) A correlated strategy µ ∈ ∆(S) is a cor-
related equilibrium of Γ if and only if for all i ∈ N and all si, ti ∈ Si:

∑

s−i∈S−i
µ(s−i, si)[ui(s−i, si)− ui(s−i, ti)] ≥ 0. (2)

It is well-known and easily verified that every mixed-strategy equilibrium is a
correlated equilibrium. Let u(µ) =

∑n
i=1 u

i(µ). The value u(µ) is called the
surplus at µ. Let N(Γ ) be the set of all mixed-strategy equilibria in Γ and let
C(Γ ) be the set of all correlated equilibria in Γ . We define vC(Γ ) and vN (Γ ) as
follows:

vC(Γ ) , max{u(µ) : µ ∈ C(Γ )},
vN (Γ ) , max{u(p) : p ∈ N(Γ )}.

Note that vN (Γ ) and vC(Γ ) are well defined due to the compactness of N(Γ ) and
C(Γ ) respectively, and the continuity of u. Define opt(Γ ) (the maximal surplus)
as follows:

opt(Γ ) , max{u(µ) : µ ∈ ∆(S)} = max{u(s) : s ∈ S}.

The mediation value of a nonnegative game Γ is defined as follows:

MV (Γ ) , vC(Γ )
vN (Γ )

.

If both vN (Γ ) = 0 and vC(Γ ) = 0 we define MV (Γ ) to be 1. If vN (Γ ) = 0 and
vC(Γ ) > 0 then MV (Γ ) is defined to be ∞. Denote by EV (Γ ) the enforcement
value of a nonnegative game Γ . That is,

EV (Γ ) , opt(Γ )
vC(Γ )

.

If both vC(Γ ) = 0 and opt(Γ ) = 0 then we define EV (Γ ) to be 1. If vC(Γ ) = 0
and opt(Γ ) > 0 then EV (Γ ) is defined to be ∞. Finally, for a class of games C
we denote

MV (C) , sup
Γ∈C

MV (Γ ); and EV (C) , sup
Γ∈C

EV (Γ ).

We will also make use of the following notation and definitions. Let G be
the class of all nonnegative games in strategic form. For m1,m2, ...,mn ≥ 1
denote by Gm1×m2×···×mn ⊆ G the class of all games with n players in which
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|Si| = mi for every player i. Let si, ti ∈ Si be pure strategies of player i. We say
that si weakly dominates (or just dominates) ti, and ti is weakly dominated (or
dominated) by si if for all s−i ∈ S−i

ui(si, s−i) ≥ ui(ti, s−i),
where at least one inequality is strict. We say that si strictly dominates ti,
and ti is strictly dominated by si if all of the above inequalities are strict. If
ui(si, s−i) = u(ti, s−i) for all s−i ∈ S−i then we will say that si and ti are
equivalent strategies for player i.

One of the tools we will need in order to prove some of our results is linear
programming. For any game Γ in strategic form, C(Γ ) is exactly the set of
feasible solutions for the following linear program (P̂ ). Moreover, µ ∈ C(Γ ) is
an optimal solution for (P̂ ) if and only if u(µ) = vC(Γ ).

max
∑

s∈S
µ(s)u(s)

P̂ s.t.
µ(s) ≥ 0 ∀s ∈ S,∑

s∈S
µ(s) = 1,

∑

s−i∈S−i
µ(s)[ui(ti, s−i)− ui(s)] ≤ 0 ∀i ∈ N, ∀si ∈ Si, ∀ti ∈ Si, ti 6= si.

The dual problem has one decision variable for each constraint in the primal.
We let αi(ti|si) denote the dual variable associated with the primal constraint:

∑

s−i∈S−i
µ(s)[ui(ti, s−i)− ui(s)] ≤ 0.

Let β denote the dual variable associated with the primal constraint
∑
s∈S µ(s) =

1. Let α = (αi)i∈N where αi = (αi(ti|si))ti,si∈Si , ti 6= si. The dual problem
may be written:

minβ
D̂ s.t.

αi(ti|si) ≥ 0 ∀i ∈ N, ∀si ∈ Si,∀ti ∈ Si, ti 6= si,∑

i∈N

∑

si 6=ti∈Si
αi(ti|si)[ui(ti, s−i)− ui(s)] + β ≥ u(s) ∀s ∈ S.

It is well known that problems P̂ and D̂ are feasible and bounded, and their
objective values equal vC(Γ ). The feasibility is a consequence of the existence of
equilibrium (Nash (1951)).

The following three lemmas are needed for some of our results.
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Lemma 1. Let Γ be a game in strategic form. Let si ∈ Si be dominated by some
other strategy ti ∈ Si. For any µ ∈ C(Γ ), µ(s) = 0 for all s = (si, s−i) where
ui(ti, s−i) > ui(si, s−i).

The proof follows directly from definition 1.

Lemma 2. (Farkas [13]) Given a matrix A of dimensions s× t and a vector
b ∈ Rs, one and only one of the following systems has a solution:

(i) Ax ≥ b, x ∈ Rt
(ii) yTA = 0, yT b > 0 y ∈ Rs+.

The following is a variant of the Farkas lemma [13].

Lemma 3. Given a matrix A with dimensions s × t and a vector b ∈ Rs, one
and only one of the following systems has a solution:

(i) Ax = b, x ≥ 0 x ∈ Rt
(ii) µA >= 0, µb < 0 µ ∈ Rs.

3 Results for General Games

We now deal with general games in strategic form.

3.1 The Mediation Value

In this section we show the overwhelming power of correlation in general games.
However, we start with extending Aumann’s result on the power of correlation
in 2× 2 games.

Two-person two-strategy games Aumann’s example shows that a mediation
value of 10

9 can be obtained in a 2 × 2 game. In order to study the value of
correlation we prove:

Theorem 1. MV (G2×2) = 4
3 .

For the proof we will need the following lemma [14]:

Lemma 4. Let Γ ∈ G2×2. If there exist a correlated equilibrium in Γ which
is not induced by a Nash equilibrium, then Γ has at least two pure strategy
equilibria.

Proof of theorem 1.
Let Γ ∈ G2×2 be the game in figure 1.
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b1 b2

a1 a, b j, k
a2 m,n c, d

Figure 1

By lemma (4) it is enough to look at games with two or more pure strategy
equilibria. If there are four pure strategy equilibria then the mediation value is
one. Let Γ possess exactly three pure strategy equilibria and w.l.o.g let (a2, b2) be
the only strategy profile not in equilibrium. It must be that c < j or d < n. Since
(a1, b1) and (a2, b1) are in equilibrium then m = a. If c < j then every correlated
equilibrium µ ∈ C(Γ ) satisfies µ(a2, b2) = 0 by lemma 1. Hence MV (Γ ) = 1. The
proof is similar if d < n. Suppose there are exactly two pure strategy equilibria
in Γ . Let these equilibria be in the same row. W.l.o.g let (a1, b1), (a1, b2) be in
equilibrium. Therefore b = k. Observe that if player 1 plays strategy a1 with
probability one then any mixed strategy of player 2 will end in an equilibrium.
Since there are exactly two pure strategy equilibria it must be that m < a or
c < j. If m < a and c < j then by lemma 1 every correlated equilibrium µ ∈ C(Γ )
satisfies µ(a2, b1) = 0 and µ(a2, b2) = 0. Therefore MV (Γ ) = 1. If m = a then
c < j. then every correlated equilibrium µ ∈ C(Γ ) satisfies µ(a2, b2) = 0 by
lemma 1. Since (a2, b1) is not in equilibrium then n < d. We have b = k and
n < d then again by lemma 1 every correlated equilibrium µ ∈ C(Γ ) satisfies
µ(a2, b1) = 0. Therefore MV (Γ ) = 1. We showed that if the two pure strategy
equilibria are on the same row then the mediation value is one. Let the two
equilibria be on a diagonal. W.l.o.g let (a1, b1) and (a2, b2) be in equilibrium. In
[14] p.8 it is shown that if c = j or a = b or b = k or d = n then C(Γ ) is exactly
the convex hull of N(Γ ). Hence there is no extreme point of C(Γ ) that is not a
Nash equilibrium, and therefore the mediation value is one. Assume that c 6= j,
a 6= b, b 6= k and d 6= n. We will make the following assumptions:

1. u(a1, b1) ≤ u(a2, b2). In particular a+ b ≤ c+ d.
2. u(a2, b1) ≥ u(a2, b2) - we are interested to maximize MV (Γ ), so either
u(a1, b2) or u(a2, b1) should be greater than u(a2, b2), otherwise MV (Γ ) = 1.
In particular m+ n ≥ c+ d.

Let α = a−m
c−j and β = b−k

d−n (Note that α and β are well defined since c 6= j

and d 6= n. N(Γ ) = {((1, 0), (0, 1)), ((0, 1), (0, 1)), (( 1
1+β ,

β
1+β ), ( 1

1+α ,
α

1+α ))}.
Before continuing with the proof we will need the following geometric char-

acterization of C(Γ ). In our case C(Γ ) is a polytope with five vertices µi i =
1, ..., 5 (see [15] or [14]). The following matrices Vi i = 1, 2, 3, 4, 5 describe the
five vertices (correlated equilibria) of the polytope where Vi(j, k) is the proba-
bility that players 1 and 2 play their jth and kth strategies respectively in the
correlated equilibrium µi.

V1 =
(

1, 0
0, 0

)
, V2 =

(
0, 0
0, 1

)
, V3 =

(
1

(1+α)(1+β) ,
α

(1+α)(1+β)
β

(1+α)(1+β) ,
αβ

(1+α)(1+β)

)
,

V4 =

(
1

(1+α+αβ) ,
α

(1+α+αβ)

0, αβ
(1+α+αβ

)
, V5 =

(
1

(1+β+αβ) , 0
β

(1+β+αβ) ,
αβ

(1+β+αβ)

)
.
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Note that µ1, µ2 and µ3 are (Nash) equilibria.

Continue of proof :
Clearly m+ n ≤ 2(c+ d).
The above assumptions lead to: j + k ≤ c+d+a+b

2 which leaves to explore only
the correlated equilibrium µ5. By our assumptions u(µ1) ≤ u(µ2).

Case 1: u(µ3) ≥ u(µ2) (the social surplus in the mixed strategy equilibrium
is higher than in the pure strategy equilibria).

u(µ3) ≥ c+ d⇒ a+ b+ (j + k)α+ (m+ n)β ≥ (c+ d)(1 + α+ β)

We obtain the following condition:

α ≤ β(m+ n− c− d) + a+ b− c− d
c+ d− j − k (3)

MV (Γ ) =
a+ b+ (m+ n)β + (c+ d)αβ

1 + β + αβ
× 1 + β + α+ αβ

a+ b+ (j + k)α+ (m+ n)β + (c+ d)αβ
≤

1 + β + α+ αβ

1 + β + αβ
, f1(α)

Note that α and β are positive. f1(α) is therefore a non-decreasing function
of α. Therefore, by (3), it is enough to look at the case where a+ b = c+ d.
Set K = m+n−c−d

c+d−j−k .

m+ n− c− d ≤ a− c, c+ d− j − k ≥ d− b.

Therefore by the assumption that a+ b ≤ c+ d we have that K ≤ 1. Condition
(3) becomes α ≤ Kβ for K ≤ 1.

f1(α) ≤ 1 + (K + 1)β +Kβ2

1 + β +Kβ2
≤ 1 + 2β + β2

1 + β + β2
≤ 4

3
(4)

where the second inequality follows from the fact that f1(α) is non-decreasing
in α and the last inequality follows from the fact that 1 maximizes (β+1)2

(β+1)2−β .
Case 2: u(µ3) ≤ u(µ2),

Condition (3) becomes

α >
β(m+ n− c− d) + a+ b− c− d

c+ d− j − k (5)

MV (Γ ) =
a+ b+ (m+ n)β + (c+ d)αβ

(1 + β + αβ)(c+ d)
, f2(α)

Note that f2(α) is a non-increasing function of α. We distinguish between the
following two cases.
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1. a+ b = c+ d
It is enough to look at the case where j = k = 0.

f2(α) ≤ c+ d+ (m+ n)β + (m+ n− c− d)β2

(1 + β + (m+n−c−d)
c+d β2)(c+ d)

Set c+ d = x⇒ m+ n = tx where 1 ≤ t ≤ 2. We now obtain:

f2(α) ≤ x+ txβ + (t− 1)xβ2

x+ xβ + (t− 1)xβ2
=

1 + tβ + (t− 1)β2

1 + β + (t− 1)β2
≤ 4

3
(6)

Where the last inequality is the exact same case as (4).
2. a+ b < c+ d

Set a+ b = x, then

c+ d = tx, m+ n = kx , t > 1, 1 ≤ k ≤ 2 (7)

kt =
m+ n

a+ b
≤ a+ b+ c+ d

a+ b
= t+ 1⇒ t ≤ k − 1 (8)

f2(α) ≤ a+ b+ (m+ n)β + (c+ d)[β(m+n−c−d)+a+b−c−d
c+d ]β

(1 + β + β(m+n−c−d)+a+b−c−d
c+d )(c+ d)

=

1 + ktβ + t(k − 1)β2 + β − tβ
t+ tβ + t(k − 1)β2 + β − tβ =

1 + β + tβ(β + 1)(k − 1)
t+ tβ2(k − 1) + β

≤

1 + β2 + 2β
1 + β2(k − 1) + β

≤ (β + 1)2

(β + 1)2 − β ≤
4
3

where the last 2 inequalities follow from (7) and (8)

We showed that the mediation value is bounded from above by 4
3 . It remains to

show that this bound is tight.
We now show a family of games in which the mediation value approaches the

above 4
3 bound. Consider the family of games Γx shown in Figure 2 (a variant

of Aumann’s example) where x > 1.

b1 b2

a1 x,1 0,0
a2 x-1,x-1 1,x

Figure 2

In this game the pure strategy profiles (a1, b1) and (a2, b2) are in equilibrium
and u(a1, b1) = u(a2, b2) = x + 1. There is one more equilibrium in mixed
strategies where each player assigns the probability 0.5 to each of her strategies,
which yields a surplus lower than x+1. The correlated strategy µ ∈ ∆(S) where
each of the strategy profiles (a1, b1) ,(a2, b1) and (a2, b2) is played with equal
probability 1/3 is in equilibrium and u(µ) = 4x

3 . µ obtains the largest surplus
among all correlated equilibria in the game (see the proof). Hence MV (Γx) =

4x
3(x+1) . Therefore MV (Γx)→ 4

3 when x→∞. �
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General Games The above theorem shows that the mediation value of the
class of 2 × 2 games is finite. A major question we face is whether such finite
bound exists for more general classes of games. We now show that, perhaps
surprisingly, the mediation value equals ∞ if we consider slightly more complex
games. In particular, if we allow one of the players in a 2-player game to have
at least three strategies, while the other remains with two strategies, then the
mediation value already equals ∞. Similarly, if we allow three players each with
two strategies then the mediation value, again equals ∞. Together, these results
show the power of correlation when we move beyond 2× 2 games.

Theorem 2. MV (Gm1×m2) =∞ for every m1,m2 ≥ 2 such that max(m1,m2) ≥
3.

Proof of theorem 2
It is enough to show that the result holds for n = 2 players, m1 = 3 and m2 = 2.
Let Γx,ε be the following parametric G2×3 games (figure 3):

b1 b2 b3

a1 x, 1− ε z, 1 0, 0
a2 0, z − ε z − 1, z − 1 1, z

Figure 3

where z > 2 is fixed, x > z and 0 < ε < 0.5.

N(Γx,ε) = {((1, 0)(0, 1, 0)), ((0, 1), (0, 0, 1)), ((ε, 1− ε), ( 1
1 + x

, 0,
x

1 + x
))}.

The surplus in the pure strategy equilibria p ∈ N(Γ ) is u(p) = z + 1. The
surplus in the mixed strategies equilibrium is:

ε(x+ 1− ε) + (1− ε)(z − ε) + x(1− ε)(z + 1)
x+ 1

=

z(x+ 1)− εz(x+ 1) + x

x+ 1
→ z + 1

as x→∞ and ε→ 0.
Let µi, i = 1, ..., 6 be the probabilities in a correlated equilibrium µ ∈

C(Γ ). Let V =
(
µ1, µ2, µ3

µ4, µ5, µ6

)
where V(i,j) is the probability assigned to the

strategy profile (ai, bj) in µ.
From the correlated equilibrium definition we obtain the following 9 equations:

1. µ1x+ µ2 − µ3 ≥ 0.
2. µ6 − µ5 − xµ4 ≥ 0.
3. µ1 ≤ (1−ε)µ4

ε .
4. µ1 ≥ εµ4

1−ε .

5. µ2 ≥ (1−ε)p5
ε .
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6. µ2 ≥ µ5.
7. µ6 ≥ (1−ε)µ3

ε .
8. µ6 ≥ µ3.
9.
∑6
i=1 µi = 1.

Set µ1 = ε, µ4 = 2ε2, µ2 = ε(1 − ε), µ3 = µ5 = ε2, µ6 = 1 −∑5
i=1 µi and let

x = 1
4ε2 . Let ε→ 0. All equations are satisfied for every small enough ε. However

limε→0 xµ1 =∞.�

Theorem 3. MV (Gm1×···×mn) = ∞ for every n ≥ 3 and for every m1,m2, · ·
·,mn ≥ 2.

Proof of theorem 3
We show this result for n = 3. Consider the following three player game Γ (figure
4):

b1 b2

a1 0, 0, 0 2, 0, 0
a2 0, 0, 0 1, 0, 1

c1

b1 b2

a1 4, 4, 0 0, 0, 1
a2 5, 0, 0 0, 3, 0

c2

Figure 4

We show that all equilibria have a zero surplus and we give a correlated
equilibrium that has a strictly positive surplus. The only pure strategy equilibria
in the game are (a1, b1, c1) ∈ S and (a2, b1, c1) ∈ S. Every strategy profile where
player 2 and 3 play b1 and c1 respectively (player 1 plays any mixed strategy) is
in equilibrium. We next show that there are no more equilibria in the game. First
we will see that there are no more equilibria where at least one of the players
plays a pure strategy. We check this for each player:

1. Assume player 3 plays c2 w.p. (with probability) one. If 1 > p2(b1) > 0 then
p1(a2) = 1, but then player 3 will deviate. If p2(b1) = 1 then p1(a2) = 1,
but then player 2 will deviate. If p2(b2) = 1 then player 1 is indifferent. If
p1(a1) ≥ 0.5, player 2 will deviate. If p1(a1) < 0.5, player 3 will deviate.
Assume player 3 plays c1 w.p. one. If p2(b2) > 0 then p1(a1) = 1, but then
player 3 will deviate. If p2(b1) = 1 then any convex combination of player 1
on her strategies results in an equilibrium, which it’s surplus is zero.

2. Assume player 2 plays b1 w.p. one. Player 3 is indifferent. If p3(c2) > 0 then
p1(a2) = 1, but then player 2 will deviate. We saw the case p3(c1) = 1.
Assume player 2 plays b2 w.p. one. If p3(c1) > 0 then p1(a1) = 1, but then
player 3 will deviate.

3. Assume player 1 plays a1 w.p. one. If p2(b2) > 0 then p3(c2) = 1, but then
player 2 will deviate. Assume player 1 plays a2 w.p. one. If p3(c2) > 0 then
p2(b2) = 1, but then player 3 will deviate.

We next show that there is no completely mixed equilibrium (an equilibrium
where every player assigns a positive probability to all of her strategies). Let
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(p, 1 − p), (q, 1 − q) and (h, 1 − h) be the strategies of player 1,2 and 3 respec-
tively (1 > p, q, h > 0). If these strategies are in equilibrium then the utility for
player 2 is equal in columns b1 and b2. Hence 4p(1− h) = 3(1− p)(1− h) which
implies that p = 3

7 . Similarly, the utility for player 3 is equal in matrices c1 and
c2. Therefore (1−p)(1−q) = p(1−q) yielding p = 0.5. I.e. there is no completely
mixed equilibrium.
It remains to show that there exist a correlated strategy that has a strictly pos-
itive surplus. Let µ ∈ ∆(S) be the following correlated strategy. µ(a1, b2, c1) =
µ(a2, b2, c1) = µ(a1, b1, c2) = µ(a2, b1, c2) = 0.25 and for all other s ∈ S,
µ(s) = 0. We show that µ is a correlated equilibrium, which will imply that
the mediation value is infinity since u(µ) > 0. To see this observe the following
inequalities (see 1) which define a correlated equilibrium:

1. µ(a1, b2, c1)(2− 1) + µ(a1, b1, c2)(4− 5) ≥ 0.
2. µ(a2, b2, c1)(1− 2) + µ(a2, b1, c2)(5− 4) ≥ 0.
3. µ(a1, b2, c1)(0− 0) + µ(a2, b1, c2)(0− 0) ≥ 0.
4. µ(a1, b1, c2)(4− 0) + µ(a2, b1, c2)(0− 3) ≥ 0.
5. µ(a1, b2, c1)(0− 1) + µ(a2, b1, c1)(1− 0) ≥ 0.
6. µ(a1, b1, c2)(0− 0) + µ(a2, b1, c2)(0− 0) ≥ 0.

�

3.2 The Enforcement Value

We first show that the enforcement value may be unbounded even on classes of
small games.

Theorem 4. EV (Gm1×···×mn) =∞ for every n ≥ 2, and for every m1,m2 ≥ 2.

Proof of theorem 4
It is enough to prove for n = 2, m1 = 2 and m2 = 2. Consider the following
(figure 5) parametric Prisoners’ Dilemma games Γx, where x > 1:

b1 b2

a1 1, 1 x+ 1, 0
a2 0, x+ 1 x, x

Figure 5

From lemma 1 every such game has a unique correlated equilibrium (a1, b1)
where its surplus is 2. However for every x ≥ 1 opt(Γx) = 2x. Therefore
EV (Γx)→∞ whenever x→∞. �

The proof of Theorem 4 is shown using a parametric version of the well-
known Prisoner’s Dilemma game. This game has the property of possessing a
strictly dominant strategy for each player. In the next theorem we show that
dominance is not necessary for obtaining an unbounded enforcement value.

Theorem 5. sup{EV (Γ )|Γ ∈ G2×2×2,
no player has a strictly dominant strategy} =∞.
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Proof of theorem 5
Consider the family of parametric games Γz,ε (Figure 6).

a1 a2

a1 4− ε, 4− ε, 4− ε 4, 4 + ε, 4
a2 4 + ε, 4, 4 0, 0, z

a1

a1 a2

a1 4, 4, 4 + ε z, 0, 0
a2 0, z, 0 0, 0, 0

a2

Figure 6

First observe that opt(ΓFε) = z for every 0 < ε ≤ 0.25. In order to prove
the proposition result we use the dual program (D̂). Let (α, β) be a feasible
solution for the dual problem then by the duality theorem β ≥ vC(Γ ). Let
x1, x2, x3 denote α1(a1|a2), α2(a1|a2) and α3(a1|a2) respectively. Let y1, y2, y3

denote α1(a2|a1), α2(a2|a1) and α3(a2|a1) respectively. The dual constraints can
be written in the following way (recall that z = 1

ε2 ):

2εy1 + 2εy2 + 2εy3 + β ≥ 12− 3ε,
−4y1 − 4y3 − 2εx2 + β ≥ 12 + ε,

−4y2 − 4y3 − 2εx1 + β ≥ 12 + ε,

−4y1 − 4y2 − 2εx3 + β ≥ 12 + ε,

− 1
ε2
y1 + 4x2 + 4x3 + β ≥ 1

ε2
,

− 1
ε2
y2 + 4x1 + 4x3 + β ≥ 1

ε2
,

− 1
ε2
y3 + 4x1 + 4x2 + β ≥ 1

ε2
,

1
ε2
x1 +

1
ε2
x2 +

1
ε2
x3 + β ≥ 0.

Set y1 = y2 = y3 = x1 = 0, β = 1
ε , and x2 = x3 = 1

4ε2 , and observe that it is a
feasible solution for every small enough ε. However, z

β = 1
ε →∞ as ε→∞. �

4 Simple Congestion Games

In this section we explore the mediation and enforcement values in simple con-
gestion games. We first need a few notations and definitions.

A congestion form F = (N,M, (Xi)i∈N , (wj)j∈M ) is defined as follows. N is
a nonempty set of players and M is a nonempty set of facilities. Unless other-
wise specified we let M = {1, 2, ...,m}. For i ∈ N , let Xi be the set of strategies
of player i, where each Ai ∈ Xi is a nonempty subset of M . For j ∈ M let
wj ∈ R{1,2,...,n} be the facility payoff function, where wj(k) denotes the pay-
off of each user of facility j, if there are exactly k users. A congestion form
is nonnegative if for every j ∈ M wj is nonnegative. A congestion form is
simple if for every i ∈ N, Xi = {{1}, {2}, ..., {m}}. Let S be the class of
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all nonnegative simple congestion forms and denote by Sn×m ⊆ S the class of
all nonnegative simple congestion forms with n players and m facilities. Ev-
ery congestion form F = (N,M, (Xi)i∈N , (wj)j∈M ) defines a congestion game
ΓF = (N, (Xi)i∈N , (ui)i∈N ) where N and Xi are as above and (ui)i∈N is de-
fined as follows. Let X = ×i∈NXi. For every A = (A1, A2, ..., An) ∈ X and every
j ∈M let σj(A) = |{i ∈ N : j ∈ Ai}| be the number of users of facility j. Define
ui : X → R by

ui(A) =
∑

j∈Ai
wj(σj(A)). (9)

Observe that if F is simple then ui(A) = wAi(σAi(A)).
We will say that a facility j is non-increasing if wj(k) is a non-increasing

function of k. Define SNn×m ⊆ Sn×m as follows:
SNn×m ,

{F ∈ Sn×m|all facilities in F are non-increasing}.
We will call a facility j linear if there exist a constant dj such that wj(k +

1)− wj(k) = dj for every k ≤ 1.
A congestion form is called facility symmetric or just symmetric if wj ≡

wk ∀j, k ∈M . Let In×m ⊆ Sn×m be defined by

In×m , {F ∈ Sn×m| F is facility symmetric }.
Define INn×m ⊆ In×m as follows:
IN n×m ,

{F ∈ In×m| all facilities of F are non-increasing}.

4.1 The Mediation Value

Although congestion games are especially interesting when the number of players
is large, we first start with some results for the case where we have only two
players, extending upon the results in the previous section. Following that, we
will consider the more general n-player case.

The two-player case (n = 2) In theorem 1 we showed that 4
3 is a tight upper

bound for the mediation value of games that belong to G2×2. Hence, obviously,
4
3 is an upper bound for the mediation value of simple congestion games with
two players and two facilities, i.e. games generated by congestion forms in S2×2.
We first show that this is also a tight upper bound.

Theorem 6. MV ({ΓF |F ∈ S2×2}) = 4
3 .

Proof of theorem 6
Let Fx be the following form Let M = {a1, a2} and let wa1 = (x, 0) and wa2 =
(x−1, 1) where x > 1. The family of games ΓFx is the same family introduced in
figure 1, only the columns exchanged places, which is similar to just rename the
strategies of player 2. Therefore MV (ΓFx) remains the same. Hence MV (ΓFx)→
4
3 as x→∞. �

Consider now the more general case where, the two agents can choose among
m facilities. We show:
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Theorem 7. MV ({ΓF |F ∈ S2×m}) ≤ 2.

Proof of theorem 7
For every j ∈M let wj = (aj , bj) where aj , bj ≥ 0. There exist at least one pure
strategy equilibrium (by [4]). Let j ∈M and k ∈M be the facilities that player
one and two choose respectively in a pure strategy equilibrium with the largest
surplus. Denote by A this strategy profile.
Suppose j 6= k. Strategy profiles where each player chooses a different facility
can’t yield a higher surplus than u(A) since A is in equilibrium. This implies
that the only strategy profiles that can obtain a higher surplus than u(A) are
strategy profiles where both players choose the same facility l (l can be j or k).
Let B be such a strategy profile. Suppose wl(2) > max{wj(1), wk(1)}. Since A
is in equilibrium then min{wj(1), wk(1)} ≥ wf (1) for every f ∈ M . Therefore
wl(2) ≥ wf (1) for every f ∈ M which implies that B is in equilibrium and
u(B) > u(A) which contradicts that A is a pure strategy equilibrium that obtains
the largest surplus. It must be that wl(2) ≤ max{wj(1), wk(1)} and therefore
u(B) ≤ 2 max{wj(1), wk(1)} ≤ 2u(A). We showed that if j 6= k then u(B) is
no more than two times u(A). Hence in the case where j 6= k we showed that
MV (ΓF ) ≤ 2.
Suppose that j = k, i.e. both players choose facility j in A. Suppose wj(1) ≤
wj(2). Let C be a strategy profile where the players choose different facilities
(one of them can choose j). Since A is in equilibrium then wl(1) ≤ wj(2) for
every l 6= j. In addition we have wj(1) ≤ wj(2). Therefore u(C) ≤ u(A). Let
D be a strategy profile where both players choose the same facility h 6= j. If
wh(2) ≤ wj(2) then u(D) ≤ u(A). Otherwise wh(2) > wj(2) ≥ wl(1) for every
l ∈ M . But then D is in equilibrium and u(D) > u(A) which contradicts the
maximality of A.
Suppose wj(1) > wj(2). Since A is in equilibrium wl(1) ≤ wj(2) for every l 6= j.
First we will see that it must be that wl(1) < wj(2) for every l 6= j. Suppose
wh(1) = wj(2) for some h 6= j. Therefore wj(1) > wj(2) = wh(1) ≥ wl(1)
for every l 6= j. Therefore, if wj(1) ≥ wh(2) then the strategy profile where
one player chooses h and the other chooses j is in equilibrium and obtains a
larger surplus than A - a contradiction to the maximality of A. Otherwise if
wh(2) > wj(1) then since wj(1) > wj(2) ≥ wl(1) for every l 6= j, the strategy
profile where both players choose h is in equilibrium and obtains a larger surplus
than A, again a contradiction to the maximality of A. Therefore wl(1) < wj(2).
If wl(2) ≥ wj(1) for some l 6= j then the strategy profile where both players
choose l would be in equilibrium and 2wl(2) ≥ 2wj(1) > 2wj(2) contradicting
the maximality of A. Thus wl(2) < wj(1) for every l 6= j. We showed that
wj(2) > wl(1) and wj(1) > wl(2) for every l 6= j. In addition we assumed that
wj(1) > wj(2) and therefore wj(1) > wl(1) for every l 6= j. Thus choosing facility
j is a strictly dominant strategy. Therefore, by lemma 1, there exist a unique
correlated equilibrium, i.e MV (ΓF ) = 1. �

Notice that our results imply that correlation helps already when we have
congestion games with only two players. However, correlation does not increase
social welfare when all facility payoff functions are non-increasing:
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Theorem 8. MV (ΓF ) = 1 for every form F ∈ SN 2×m .

Proof of theorem 8
For every j ∈ M let wj = (aj , bj) where aj ≥ bj ≥ 0. Choose the largest
two numbers between a1, b1, ..., am, bm while preferring aj on bk if aj = bk for
every j, k ∈ M . If the two largest chosen are aj and ak for some j 6= k then
the strategy profile where one player chooses facility j and the other chooses
facility k is in equilibrium and this strategy profile also obtains the maximal
surplus. Therefore MV (ΓF ) = 1. Otherwise for some j ∈ M , aj and bj are the
largest. For every k 6= j wj(1) ≥ wj(2) > wk(1 ≥ wk(2). But this means that
the strategy profile where both players choose facility j is in equilibrium and
for both players choosing j is strictly dominant which leads also to a unique
correlated equilibrium. Hence MV (ΓF ) = 1. �.

Simple congestion games with n players In Section 3 we have shown that
correlation has an unbounded value when considering arbitrary games. We next
consider the effects of correlation in the context of simple congestion games. We
can show:

Theorem 9. MV ({ΓF |F ∈ SNn×m}) = ∞ for every n ≥ 3 and for every
m ≥ 2.

Proof of theorem 9
It is enough to prove the theorem for n = 3 and m = 2. Consider the following
family of forms Fε, 0 < ε ≤ 0.5. Let M = {a1, a2} and let wa1 = (z, 4, 4 − ε),
wa2 = (4 + ε, 0, 0) where z = 1

ε2 . Notice that the monotonicity is satisfied for
every 0 < ε ≤ 0.5. Observe that the game Fε is the game in the proof of theorem
5 (figure 6).

We will show that for every small enough ε the surplus in all equilibria is
bounded from above by 13, while the surplus approaches infinity in a correlated
equilibrium as ε→ 0.

1. Pure strategy equilibrium. Any profile where two players play a1 and one
player plays a2 is in equilibrium. The surplus in these strategy profiles is
12 + ε.

2. Mixed strategy equilibrium. Suppose one player plays strategy a2 with prob-
ability one. In this case there is a unique equilibrium where the other two
players play a1 with probability one, i.e. a pure strategy equilibrium.
If some player plays a1 with probability one, the game between the other
two players has the structure shown in figure 7.

a1 a2

a1 4− ε, 4− ε 4, 4 + ε
a2 4 + ε, 4 0, 0

Figure 7
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If for example player 1 plays a1 w.p. one, then there exist a unique equilib-
rium which is:

((1, 0), (
2

2 + ε
,

ε

2 + ε
), (

2
2 + ε

,
ε

2 + ε
))

From the above, every permutation of this vector is also an equilibrium. The
surplus in all of these equilibria is

3(4− ε)( 2
2 + ε

)2 + 2(12 + ε) · 2ε
(2 + ε)2

+ z · ( ε

2 + ε
)2 =

48 + 36ε+ (z + 4)ε2

(2 + ε)2
→ 12.25

as ε→ 0.
Assume all players assign positive probabilities to both of their strategies in
an equilibrium. In particular let ((p, 1−p), (q, 1−q), (h, 1−h)) 0 < p, q, h <
1 be a completely mixed equilibrium. Therefore the utility for player 1 if she
plays strategy a1 is similar to her utility if she plays strategy a2, i.e.

(4− ε)qh+ 4(1− q)h+ 4(1− h)q + z(1− h)(1− q) = (4 + ε)qh. (10)

Note that the same equations hold for players 2 and 3, where q and h are
replaced by p respectively. Assume w.l.o.g. that h is fixed. Therefore given z
and h, equation (10) has a unique solution q. Therefore p = q (just replace
q with p). Similarly if q is fixed then p = h. Thus, we obtain p = q = h.
Equation (10) reduces to

(z − 8− 2ε)p2 + (8− 2z)p+ z. (11)

Solving (11) as 0 < p < 1 we obtain

p =
2z − 8−√64 + 8zε

2z − 16− 4ε
. (12)

The surplus in this equilibrium is:

3p(1− p)2z + 3p2(1− p)(12 + ε) + p3(12− 3ε) =

(3z − 24− 5ε)p3 − (6z − 36 + 3ε)p2 + 3zp. (13)

Set A = (24 − 5ε)p3 − (36 + 3ε)p2 and B = 3zp3 − 6zp2 + 3zp. Hence
(13) = A + B. We sill show that A → 12 and B → 0 as ε → 0. Observe
that p → 1 as ε → 0. This implies that A → 0 as ε → 0. Observe that
zε =

√
z. Thus, from (12) and for every small enough ε we have that p ≈

p̂ = 2z−√8z
1
4

2z = 1−
√

8
2 z
− 3

4 . For simplicity set c =
√

8
2 .

B ≈ 3z(1− cz− 3
4 )3 − 6z(1− cz− 3

4 )2 + 3z(1− cz− 3
4 ) =

3z[1− 3cz−
3
4 + 3c2z−

6
4 − c3z− 9

4 ]− 6z[1− 2cz−
3
4 + c2z−

6
4 ] + 3z(1− cz− 3

4 ) =

3c2z−
2
4 − 3c3z−

5
4 =

3c2ε− 3c3ε
10
4 → 0

as ε→ 0.
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We showed that vN (ΓFε) ≤ 13 for every small enough ε.
It is enough to find a correlated equilibrium µ ∈ C(ΓFε) such that limε→0 u(µ) =

∞.
Let µi i = 1, 2, ..., 8 be the probabilities in a correlated equilibrium as fol-
lows:

V1 =
(
µ1, µ2

µ3, µ4

)
, V2 =

(
µ5, µ6

µ7, µ8

)
where Vk(i, j) is the probability that players

1,2 and 3 play their ith, jth and kth strategy respectively. From the definition
of correlated equilibrium we obtain the following inequalities and equality:

1. −2εµ1 + 4µ2 + 4µ5 + zµ6 ≥ 0.
2. 2εµ3 − 4µ4 − 4µ7 − zµ8 ≥ 0.
3. −2εµ1 + 4µ3 + 4µ5 + zµ7 ≥ 0.
4. 2εµ2 − 4µ4 − 4µ6 − zµ8 ≥ 0.
5. −2εµ1 + 4µ2 + 4µ3 + zµ4 ≥ 0.
6. 2εµ5 − 4µ6 − 4µ7 − zµ8 ≥ 0.
7.
∑8
i=1 µi = 1.

Set µ1 = µ7 = µ8 = 0, µ3 = µ5 = ε
1
4 µ4 = µ6 = ε

3
2 and µ2 = 1−∑6

i=3 µi.
It is easy to see that all the inequalities are satisfied for every small enough ε.
However zµ4 = 1√

ε
→∞ as ε→ 0. �

The above result illustrates the power of correlation when we consider the
context of simple congestion games. Indeed, the result shows that even if there
are three players and two facilities with non-increasing payoff functions the medi-
ation value is unbounded. However, if we require that the facility payoff functions
are linear, then the following upper bound can be obtained:

Theorem 10. sup{MV (ΓF )|F ∈ SNn×2,
all facilities of F are linear} ≤ φ, where φ = (

√
5 + 1)/2.

Proof of theorem 10
Let M = {f, g} and let wf and wg be the facility payoff functions of f and
g respectively. W.l.o.g wf (1) ≥ wg(1). Let df = wf (k) − wf (k + 1) and dg =
wg(k)−wg(k+ 1) for every 1 ≤ k ≤ n− 1. Let πk = (n− k, k) be the congestion
vector where k players choose g and n− k players choose f . Let s be the largest
integer such that the congestion vector πs = (n − s, s) is in equilibrium (a
pure strategy equilibrium exist due to Rosenthal [4]). The surplus in the above
equilibrium is u(πs). If s = n then wg(n) ≥ wf (1) and therefore wg(n) = wf (1)
which implies that nwg(n) = nwf (1) ≥ u(πk) for every n ≥ k ≥ 0. Hence
the strategy profile where all players choose g is in equilibrium and obtains the
maximal surplus, i.e. the mediation value is one. If s = 0 then wf (n) > wg(1)
which implies that choosing f is a strictly dominant strategy and therefore there
is a unique equilibrium. Therefore if s = 0 the mediation value is one. Consider
the case where 1 ≤ s ≤ n− 1. We can assume by the above that wg(1) ≥ wf (n).

Claim 1: u(πj) ≤ u(πs) for every j ≤ s.
Proof: For j = s the result is trivial. Let j = 0. By the non-increasing property
wf (n − s) ≥ wf (n), and since πs is in equilibrium then wg(s) ≥ wf (n − s +



On the Value of Correlation 21

1) ≥ wf (n). Therefore u(πj) = nwf (n) ≤ swg(s) + (n − s)wf (n − s) = u(πs).
Let 0 < j < s. Note that by the linearity wg(j) = wg(s) + (s − j)dg and
wf (n = j) = wf (n− s)− (s− j)df . Hence

u(πs)−u(πj) = swg(s)+(n−s)wf (n−s)−j(wg(s)+(s−j)dg)−(n−j)(wf (n−s)−(s−j)df ) =

wf (n− s)(j − s) + wg(s)(s− j)− j(s− j)dg + (n− j)(s− j)df =

(s− j)(wg(s)− wf (n− s) + (n− j)df − jdg) ≥
(s− j)(wf (n− s+ 1)− wf (n− s) + (n− j)df − jdg) (14)

since πs is in equilibrium. By the linearity of the form we have

(14) = (s− j)((n− j − 1)df − jdg) =

(s− j)(wf (1)− wf (n− j)− g(1) + g(j + 1)) ≥ 0.

Both wf (1) ≥ wg(1) and wg(j+ 1) ≥ wf (n− j) for every 1 ≤ j ≤ s+ 1 yield the
last inequality. �

Claim 2: For every k > s every strategy profile in the following form is in
equilibrium: n−k players choose f with probability one, and the other k players
choose g with probability pk = wg(1)−wf (n)

(k−1)(df+dg) . The surplus of such a strategy
profile is nwf (n) + pkdf ((n− k)k + k(k − 1)).
Proof: First we show that pk ≤ 1 for every k > s. It is enough to show this for
k = s + 1. Since πs is in equilibrium we have wg(1) − wf (n) ≤ wg(1) − wg(s +
1) + wf (n− s)− wf (n) = sdg + sdf . Set s = k − 1 to obtain that pk ≤ 1.
Let qk be a strategy profile as described in the theorem for some k > s. Let i ∈ N
be a player that chooses facility f with probability one. For every player i qik =
(rf , rg) is the strategy profile of player i where rf and rg are the probabilities
that player i chooses facilities f and g respectively. We show that ui(q−i, (1, 0)) ≥
ui(q−i, (0, 1)) for every q−i ∈ P−i. Recall that if Z Bin(k, p) then E(Z) = kp.

ui(q−i, (1, 0))−ui(q−i, (0, 1)) =
k∑

j=0

(
k

j

)
pjk(1− pk)k−j(wf (n− j)−wg(j+ 1)) =

(15)
k∑

j=0

(
k

j

)
pjk(1− pk)k−j(wf (1)− (n− j − 1)df − wg(1) + jdg) (16)

wf (1)− wg(1)− (n− 1)df + kpkdf + kpkdg ≥ (17)

wf (n)− wg(1) + (k − 1)pkdf + (k − 1)pkdg ≥ 0 (18)

where the last inequality follows from pk = wg(1)−wf (n)
(k−1)(df+dg) ≤ 1. We next show that

for every player i that plays the mixed strategy (1−pk, pk) is indifferent between
f and g, i.e. ui(q−i, (1, 0)) = ui(q−i, (0, 1)).

ui(q−i, (1, 0))−ui(q−i, (0, 1)) =
n∑

j=0

(
k − 1
j

)
pjk(1−pk)k−1−j(wf (n−j)−wg(j+1)) =

(19)
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n∑

j=0

(
k − 1
j

)
pjk(1− pk)k−1−j(wf (1)− (n− j − 1)df − wg(1) + jdg) = (20)

wf (1)− wg(1)− (n− 1)df + (k − 1)pkdf + (k − 1)pkdg = (21)

wf (n)− wg(1) + (k − 1)pkdf + (k − 1)pkdg = 0. (22)

It remains to calculate the surplus at qk.
By the above equations the payoff for each of the n−k players that choose f w.p.
one is wf (n)+kpkdf , and the payoff for the other k players is wf (n)+(k−1)pkdf .
Therefore the surplus is (n − k)(wf (n) + kpkdf ) + k(wf (n) + (k − 1)pkdf ) =
nwf (n) + pkdf ((n− k)k + k(k − 1)) .�

Let qs+1 be a strategy profile such as in claim 2. In order to prove the theorem
we use the dual program D̂. Let (α, β) be a feasible solution for the dual problem,
then by the duality theorem β ≥ vC(Γ ). Let Z = φmax{u(πs), u(qs+1)}. We
show that there exist a feasible solution for the dual problem where β ≤ Z.

Let x = αi(f |g) and αi(g|f) = 0 for every i ∈ N . The constraints of the dual
program reduce to (call this system D̂1):

D̂1 k(wf (n− k + 1)− wg(k))x ≥ u(πk)− β, k = 1, ..., n
x ≥ 0.

If u(πk) ≤ Z for every k, then the result is immediate. Consider the case
where there is at least one k such that u(πk) > Z

Let k̂ be such that u(πk̂) > Z. From claim 1 it must be that k̂ > s. However
wf (n−k+1)−wg(k) > 0 for every k > s, otherwise u(πk) would be in equilibrium,
which contradicts the selection of s. Hence, if there exists a feasible solution
to D̂1 where β ≤ Z, it must be that x ≥ 0. Therefore we can remove the
constraint x ≥ 0 from D̂1 (the set of feasible solutions will not change under our
assumptions). Call the new set of constraints (with out x ≥ 0) D̂2.
By Farkas lemma (2), D̂2 has a solution if and only if the following program
doesn’t have a solution:

P̂1

n∑

k=1

ykk(wf (n− k + 1)− wg(k)) = 0

n∑

k=1

yk(u(πk)− β) > 0

yk ≥ 0 k = 1, ..., n.

At least one of the variables yk > 0 by the second constraint. Therefore we can
assume w.l.o.g that

∑n
k=1 yk = 1, i.e. y = (y1, ..., yn) is a probability distribution.

Let Y be the random variable where yk = P (Y = k) k = 1, ..., n. Suppose that
there exist a vector y that satisfies the first constraint. From the first constraint
we have:

0 =
n∑

k=1

ykk(wf (n− k + 1)− wg(k)) =
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n∑

k=1

ykk(wf (n) + (k − 1)df − wg(1) + (k − 1)dg) =

EY (wf (n)− wg(1)− df − dg) + E(Y 2)(df + dg) ≥
EY (wf (n)− wg(1)− df − dg) + (EY )2(df + dg).

Since EY > 0 we can divide both sides by EY and obtain

EY ≤ wg(1)− wf (n) + df + dg
(df + dg)

≤ s+ 1 (23)

where the last equality follows from the (wg(1)− wf (n))/(df + dg) ≤ s.
We proceed with the second constraint. Recall that

∑n
k=1 ykkwf (n−k+1) =∑n

k=1 kwg(k) by the first constraint. It remains to show that
∑n
k=1 yku(πk) ≤ β

for any β ≤ Z.

n∑

k=1

yku(πk) =
n∑

k=1

yk(kwg(k) + (n− k)wf (n− k)) =

n∑

k=1

yk(kwf (n− k + 1) + (n− k)wf (n− k)) =

n∑

k=1

ykk(wf (1)− (n− k)df ) +
n∑

k=1

yk(n− k)wf (n− k) =

wf (1)EY +
n∑

k=1

yk(n− k)(wf (n− k)− kdf ) = wf (1)EY + wf (n)
n∑

k=1

yk(n− k)

= EY (wf (1)− wf (n)) + nwf (n). (24)

We distinguish between two cases: (i) ps+1 < 1/φ. (ii) ps+1 ≥ 1/φ.
(i) ps+1 < 1/φ implies that (wg(1) − wf (n))/(df + dg) ≤ s/φ. ¿From (23)
EY ≤ s

φ +1. Let β = Mu(πs) where M ≥ 1. Suppose that the second constraint
is satisfied, i.e. (24) = EY (wf (1) − wf (n) + nwf (n) > Mu(πs) − nwf (n − s).
Therefore

EY >
Mswg(s) +M(n− s)wf (n− s)− nwf (n)

(n− 1)df
=

Mswg(s) +M(n− s)(wf (n) + sdf )− nwf (n)
(n− 1)df

≥

Mswf (n− s+ 1) + (n(M − 1)−Ms)wf (n) +M(n− s)sdf
(n− 1)df

(25)

where the inequality follows from the fact that πs is in equilibrium. Since M ≥ 1
and wf (n) ≥ 0 we have

(25) ≥ Ms(wf (n− s+ 1)− wf (n)) +M(n− s)sdf
(n− 1)df

=
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Ms(s− 1)df +M(n− s)sdf
(n− 1)df

=
Ms(n− 1)
n− 1

= Ms (26)

Observe that 1
φ + 1 = φ. Hence, every M ≥ φ will contradict that EY ≤ s

φ + 1.
(ii) Let ps+1 ≥ 1/φ. From (23) we have EY ≤ s + 1. Let β = Mu(qs+1) where
M ≥ 1. Suppose that the second constraint is satisfied, i.e. (24) = EY (wf (1)−
wf (n) + nwf (n) > Mu(qs+1)− nwf (n− s). ¿From claim 2 we have

EY >
Mnwf (n) +Mps+1df ((n− s− 1)(s+ 1) + (s+ 1)s)− nwf (n)

(n− 1)df
=

n(M − 1)wf (n) +Mps+1df (s+ 1)(n− 1)
(n− 1)df

≥

M(s+ 1)
φ

where the last inequality follows from the fact that M ≥ 1 and that ps+1 ≥ 1/φ.
Every M ≥ φ will contradict that EY ≤ s+ 1.

We showed that if β = φmax{u(πs), u(qs+1)} then system P̂1 doesn’t have a
solution. Therefore D̂1 has a feasible solution with β = φmax{u(πs), u(qs+1)},
and therefore the surplus at every correlated equilibrium is not more than
φmax{u(πs), u(qs+1)}. �

Proving that φ is an upper bound is highly non-trivial. Unfortunately, we
do not know what is the least upper bound. However, the example below shows
that the mediation value can be at least 9

8 .
Example 1: Let n = 3, M = {f, g}, wf = (24, 12, 0) and wg = (8, 8, 8).

It can be shown that vN (Γ ) = 32, and it can be obtained, both in a pure-
strategy equilibrium (two players choose f and the other player chooses g) and
in a mixed- strategy equilibrium. Consider the following correlated strategy µ.
Assign the probability 1

6 to each strategy profile in which, not all players choose
the same facility. µ is in equilibrium and the surplus at µ is 36. �

The above study shows that correlation is extremely helpful in the context
of (even non-increasing) congestion games. We next show that correlation is
helpful even in the narrow class of facility symmetric forms with non-increasing
facilities.

Theorem 11. MV ({ΓF |F ∈ INn×2}) > 1 for every n ≥ 4.

Proof of theorem 11
Consider the following family of forms. For every j ∈M wj = (10n, 1, .., 1, 1−
ε, 0) where ε is small (n ≥ 4). Set π = (1, n − 1). Note that the maximal sur-
plus is obtained by any strategy profile in Aπ. Observe the following correlated
strategy. Every strategy profile in Aπ is played with probability 1

2n . Note that
there are exactly 2n strategy profiles in Aπ. We have g(1) = 10n, g(2) = 1,
g(n − 1) = 1 − ε and g(n) = 0. Therefore the incentive constraints (1) are:
10n+(1−ε)−1)(n−1)

2n = (10n)−ε(n−1)
2n ≥ 0. Hence the above correlated strategy is a

correlated equilibrium and clearly obtains the maximal surplus. It remains to see
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that no equilibrium (Nash) obtains the maximal surplus. Every strategy profile
in Aπ is not in equilibrium since every player that chooses the facility chosen by
another n− 2 players is willing to deviate. Otherwise if one or more players play
both strategies with a positive probability then at least one strategy profile that
does not obtain the maximal surplus will be played with a positive probability.
�

The case of symmetric forms with non-increasing facilities is quite restricting
one. As a result, the fact the mediation value may be greater than 1 in this
case is quite encouraging. However, if we further restrict the setting to obey
some concavity requirements, the above does not hold any more. Formally, we
say that a function v : {1, 2, ..., N} → R+ is concave if for every integer k ≥
2 v(k + 1)− v(k) ≤ v(k)− v(k − 1). We can now show:

Theorem 12. Let F ∈ INn×m and assume n ≥ m. Define v by v(k) = kg(k).
If v is concave then there exists an equilibrium in ΓF which obtains the maximal
surplus.

Proof of theorem 12
Let π = (π1, π2, ..., πm) be a congestion vector and let j, l ∈ M . First observe
that u(π) =

∑m
i=1 v(πi). Let π∗ be the same congestion vector as π only πj

and πl are replaced by π∗i = bπj+πl2 c and π∗j = dπj+πl2 e respectively. We show
that u(π∗) ≥ u(π). It is enough to show that v(π∗j ) ≥ v(π∗l ). But this follows
directly from the concavity of v (recall that g is non-increasing). Set k1 = b nmc
and k2 = d nme. Let πo be a congestion vector where each coordinate is either
k1 or k2. Assume there exist a congestion vector π that obtains the maximal
surplus and such that not all it’s coordinates are k1 or k2. In this case there
exist two coordinates j, l that are not k1 or k2. Construct π∗ as above and let
π = π∗. Continue this process until π = πo. u(πo) obtains the maximal surplus.
Obviously πo is in equilibrium. �.

4.2 The Enforcement Value

We already know that the enforcement value is unbounded on the class of Pris-
oner’s Dilemma games (notice that a Prisoner’s Dilemma game is a simple con-
gestion game). In addition, we show:

Theorem 13. sup{EV (Γ )|F ∈ SN 3×2,
there are no strictly dominant strategies} =∞.

The above result shows that the enforcement value may be unbounded al-
ready on the class of simple congestion games with non-increasing facility payoff
functions. It turns out that it is unbounded even when restricting the games
to those who are generated by symmetric congestion forms with non-increasing
facility payoff functions:

Theorem 14. limn→∞EV ({ΓF |F ∈ INn×2}) =∞.



26 I. Ashlagi, D. Monderer, M. Tennenholtz

Proof of theorem 14
Consider the following family of forms Fn. Let M = {a1, a2} and let wa1 = wa2 =
(
√
n, 1, 0, 0, .., 0). Recall that n is the number of players. First, observe that the

congestion vector πn = (1, n − 1) obtains the maximal surplus
√
n (for every

n ≥ 3). It is enough to show that vC(ΓFn) is bounded for every n ≥ 3. We use
the the dual program (D̂) to prove this result. Let (α, β) be a feasible solution
for the dual problem then by the weak duality theorem β ≥ vC(ΓFn). Note that
for each player i ∈ N , there are two dual variables αi(a1|a2) and αi(a2|a1). We
will find a feasible solution where all dual variables except β have the same value
x, i.e. for each player i ∈ N, x = αi(a1|a2) = αi(a2|a1) and αi = αk ∀i, k ∈ N .
The dual program reduces to:

minβ
s.t.
x ≥ 0,
(−√n+ n− 1)x+ β ≥ √n,
−2x+ β ≥ 1,
n
√
n+ β ≥ 0.

Set x = 1 and β = 3. Hence the dual problem is bounded from above by 3 for
every n ≥ 3 whereas the maximal surplus approaches infinity as n→∞. �

Although the enforcement value may be unbounded when we have facility
symmetric congestion forms, it is of great interest to characterize general cases
of this natural setup where the correlation enables to get close to the maximal
value. More specifically, we now characterize the cases where correlation allows
to actually obtain the related maximal value, i.e. the enforcement value is 1.

The following characterization makes use of the following definition and no-
tations. Let F be a simple congestion form with n players and m facilities. A con-
gestion vector π = π(n,m) is an m-tuple π = (πj)j∈M , where π1, π2, ..., πm ∈ Z∗
(nonnegative integers) and

∑m
j=1 πj = n. π represents the situation where πj

players choose facility j. Every strategy profile A ∈ X uniquely determines a
congestion vector πA. Note that there are

(
n
π1

)(
n−π1
π2

) · · · (n−
Pm−2
j=1 πj

πm−1

)
strategy

profiles in the game ΓF that correspond to a congestion vector π, and denote
by Bπ the set of all such strategy profiles. Thus Bπ = {A ∈ X|πA = π}. Given
a congestion vector π, all strategy profiles in Bπ have the same surplus which
we denote by u(π). Therefore u(π) =

∑
j∈M πjwj(πj) where wj(0) is defined

to be zero for every j ∈ M . We will say that a congestion vector π is in equi-
librium if every strategy profile in Bπ is in equilibrium. Let τ : M → M be a
one to one function and let τπ = (τπ)j∈M be the congestion vector defined by
(τπ)j = πτ(j). Let F ∈ In×m. In this case u(π) = u(τπ). Let Aπ =

⋃
τ Bτπ.

Observe that Bπ ⊆ Aπ. Both sets are finite and therefore their elements can be
ordered.

Theorem 15. Let F ∈ In×m. Then vC(ΓF ) = opt(ΓF ) if and only if there exist
a congestion vector π = (π1, ..., πm) and a correlated equilibrium µ ∈ C(ΓF ) such
that:
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1. u(π) = opt(ΓF ).
2. µ is distributed uniformly over all elements (strategy profiles) in Aπ.

Proof of theorem 15
Obviously, if there exist such a congestion vector π and such a correlated equi-
librium µ ∈ C(ΓF ), then vC(ΓF ) = opt(ΓF ).

Before proving the other direction we need to make a few observations. Let
A ∈ X. Denote by γi(A) the facility player i chooses in A. Let πAk be the number
of players that choose facility k in A.
For every π = (π1, ..., πm) let sπ(j) =

(
n−1
πj−1

)∏
l 6=j
(
n−πj−

Pl−1
k=1 πk1k 6=j
πj

)
and let

Dπ,i,j = {A : A ∈ Bπ , γi(A) = j}. Dπ,i,j is the set of all strategy profiles that
correspond to π and player i chooses facility j. Observe that sπ(j) = |Dπ,i,j | for
every i ∈ N . Notice that |Aπ| = |Bπ|m! =

(
n
π1

)(
n−π1
π2

) · · · (n−
Pm−2
j=1 πj

πm−1

)
m!.

Define Z(π) as follows:

Z(π) =

∑m
j=1 s(j)

∑
k 6=j(g(πj)− g(πk + 1))
|Aπ| =

=

∑m
j=1 πj

∑
k 6=j(g(πj)− g(πk + 1))

m!n
(27)

since ( n
k−1)
(nk)

= k
n .

Let π = (π1, ..., πm) be a congestion vector such that u(π) = opt(ΓF ) and let
µ be a correlated strategy distributed uniformly over all elements in Aπ. Observe
that µ is a correlated equilibrium if and only if Z(π) ≥ 0.

Let D =
⋃
π:u(π)=opt(ΓF )Aπ. Let J = |D|. Define the matrix AJ×n(m2−m) as

follows:

A(d, ijk) =
[g(λi(d))− g(πdk + 1)]1ij(d)

2n
(28)

where each row corresponds to a strategy profile d ∈ D and column ijk corre-
sponds to player i who chooses jth strategy (facility) and deviates to the kth
strategy (j 6= k), and:

1ij(d) =
{

1 γi(d) = j
0 otherwise.

We prove the other direction. Assume vC(ΓF ) = opt(ΓF ) and let ξ ∈ C(ΓF )
such that u(ξ) = vC(ΓF ). Assume by contradiction that there doesn’t exist a
congestion vector π and a correlated equilibrium µ ∈ C(ΓF ) such that µ is
distributed uniformly over all elements in Aπ and u(π) = opt(ΓF ). Let π =
(π1, ..., πm) be a congestion vector such that u(π) = opt(ΓF ). Since there is no
µ ∈ C(ΓF ) that is distributed uniformly over all elements in Aπ it must be that
Z(π) < 0. We use lemma 3. Every row d (in the matrixA) corresponds to strategy
profile d ∈ D which itself corresponds to a congestion vector πd = (πd1 , ..., π

d
m).

Set b(d) = Z(πd). The vector x = (1, 1, ..., 1) satisfies (i) in lemma 3, since the
left hand side is exactly Z(πd) ∀d ∈ D. Therefore, system (ii) doesn’t have
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a solution. In particular if µ is scaled so that it is a probability distribution,
every inequality in system (ii) is exactly an incentive constraint that defines a
correlated equilibrium under the assumption that positive probabilities can be
assigned only to strategy profiles in D. Therefore u(ξ) = vC(ΓF ) < opt(ΓF )
which is a contradiction to the assumption that vC(ΓF ) = opt(ΓF ). �

The proof of the above result shows implicitly the existence of many situ-
ations where correlation allows to obtain the maximal surplus, while (without
correlation) the best mixed-strategy equilibrium behaves poorly. We demonstrate
this by the following example.

Example 2: Let F ∈ I6×2. Let wj = (1.5, 1, 4, 4.5, 4.5, 3) for every j ∈ M .
The maximal surplus is obtained in any strategy profile that belongs to Aπ1 and
Aπ2 where π1 = (3, 3) and π2 = (1, 5). It is easy to see that the both π1 and π2

are not in equilibrium. Let ξ1 and ξ2 be correlated strategies that are uniformly
distributed over Aπ1 and Aπ2 respectively. In order to check if there exists a
correlated equilibrium that obtains the maximal surplus it is enough to check
whether ξ1 or ξ2 are correlated equilibria. Indeed, one can easily check that ξ2
is a correlated equilibrium whose surplus equals the maximal surplus. �

5 Conclusion

In this paper we have introduced and studied two measures for the value of cor-
relation in strategic interactions: the mediation value and the enforcement value.
These measures complement existing measures appearing in the price of anar-
chy literature, which are comparing the maximal surplus (when agent behavior
can be dictated) to the surplus obtained in Nash equilibrium (when agents are
selfish). Indeed, correlation captures many interesting situations, which are com-
mon to distributed systems and computer science applications. In many systems
a reliable party can advise the agents on how to behave but can not enforce such
behavior. The gain that may be obtained by this capability is the major subject
of the study presented in this paper. We have studied and shown the power of
this approach both for general games and in the context of congestion games.
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